NAME NOVEMBER 9, 2007
MATH 441 - MATHEMATICAL STATISTICS I LoNng Exam II1

Instructions: Please include all relevant work to get full credit. Write your solutions neatly and using
proper notations. Do not forget to include the support set whenever you give a density function.

1 1
1. Let Y ~ N(p,0?). That is, f(y) = e 27 Wm)’,
2mo
a. Use the Transformation method to show that Z = (Y — u)/o is standard normal. [10]

b. Use the Distribution method to show that X = Z? = (Y —u)?/o? has the chi-square distribution
with 1 degree of freedom. Note: I'(3) = /7. [12]



2. Let Y1,Ys,...,Y, beindependent normal random variables with known mean g and unknown variance
52 1«
o2. Use the result of question 1 part (b) to show that V = n—Q, where % = = Z(K — )2, follows
o n
i=1
the chi-square distribution with n degrees of freedom. Note: The moment-generating function of
Gamma(a, B) is (1 — Bt) ™. [12]



3. Suppose that Y7 ~ Gamma(ay, 3) and Yo ~ Gamma(ag, ) are independent random variables. Let

Uy = Ylf-le and Uz = Y] + Ya.
a. Derive the joint density function of U; and U,. Don’t forget to specify the support set. [12]
b. Show that the marginal distribution of Uy is Gamma(a; + a2, ). [12]
c. Show that the marginal distribution of U; is Beta(ai, az). [12]



4. Let Y1,Y5,Y3,Y,, and Y5 be independent and identically distributed random variables with pdf,
fly) =31 -y)*0<y<1.

a. Find P(Y;) <0.1). [12]

b. Find the joint probability density function of Y(;) and Y(s). [10]

c. Sketch the region Y(5) — ¥(q) > 0.8 on the support set and then, set up the integrals to compute
P(Y(E,) = Y1) > 0.8). [10]




