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Common Continuous Distributions

e Uniform Distribution. If §; < 62, a random variable X is said to have a continuous uniform probability
distribution on the interval (6;.02) if and only if the density function of X is

f(x):m, th <z <6

and 0 elsewhere.

Remarks:

1. E(X) = %(91 + 62).
2. VCL’I’(X) = %(92 - 91)2.
ZC—91

3. F(a:):92_91,

xz > 0.

e Normal Distribution. A continuous r.v. X is said to have a normal distribution with parameters y and o
(or 4 and 0?), where —co < j1 < oo and o > 0, if the pdf of X is

1 1 2
flz) = e 2oz (T=H) — 00 < T <00
V2mo
Remarks:
1. E(X) = p.

2. Var(X) = o2.

e Gamma Distribution. A continuous random variable X is said to have a gamma distribution with parameters
« and B, where a > 0,8 > 0, if the pdf of X is

1

)= —— 2% e /B x>0
where, the gamma function T'(«) is defined by
INa) = / e " da a>0.
0
Remarks:
1. E(X) = ag.

2. Var(X) = aB?.
e Special Cases of the Gamma Distribution:

1. Standard Gamma Distribution. When g = 1.
A continuous random variable X is said to have a standard gamma distribution if the pdf of X is

1 1 -
— (0% x >
f(z) —F(a)x e x>0
Find: (a) E(X) = (b) Var(X) =
2. FEzponential Distribution. When @ =1 and § = %

A continuous random variable X is said to have an exponential distribution with parameter o > 0 if the
pdf of X is
fz) =Xe > x>0

Find: (a) E(X) = (b) Var(X) =



3. Chi-Squared Distribution. When o = v/2 and 8 = 2.
A continuous random variable X is said to have a chi-squared distribution with parameter v > 0 if the

pdf of X is
1
- - v/2-1,-z/2 >0
f(z) 21//21_‘(”/2):6 e x>

The parameter v is called the number of degrees of freedom (df) of X. The symbol x? is often used in
place of “chi-squared”.
Find: (a) E(X) = (b) Var(X) =

e Weibull Distribution. A random variable X is said to have a Weibull distribution with parameters a and /3
(o> 0,8 > 0) if the pdf of X is

f(z) = %xa_le_(w/ﬂ)a x>0

Remarks:

1. BE(X) =4l (1 + é)

2. Var(X) = p° {F (1+ %) - [F (1+ é)r}

3. Flz)=1—e @A x>0

4. When «a = 1, this distribution reduces to the exponential distribution with parameter \ = %

e Lognormal Distribution. A nonnegative r.v. X is said to have a lognormal distribution if the r.v. Y = In(X)
has a normal distribution. The resulting pdf of a lognormal r.v. when In(X) is normally distributed with

parameters p and o is
1

V2mox

o 3oz [In(z)—p)? >0

fz) =

Remarks:
1. B(X) = et /2,
2. Var(X) = e2nte” (e‘72 -1)
3. Fla) = P(X <2) = ® (%)

e Beta Distribution. A random variable X is said to have a beta distribution with parameters o, 8 (a > 0, >
0), A, and B if the pdf of X is

fa) 1 P(a+ﬁ)(w—A)a_l<B—:c>B_l A<n<B

T B-AT(QT(B)\B— 4 B-A
Remarks:
(0%
L B(X) = A+ (B=A) ——
(B —A)*ap

2. VarX) = 3 B+ A1 D)

3. When A =0, B = 1, this distribution is called the Standard Beta Distribution.

f(x):%xa_l(l—x)ﬂ_l 0<z<1



zZ
e Student t—distribution. If V ~ x?(v) and Z ~ N(0, 1), then X = \/TT follows the t—distribution with v
v

degrees of freedom. A random variable X is said to have a t-distribution with parameter v if the pdf of X is

Fo) = L((v+ 1)/2)(1 a2 Jy)- w2 o< < oo
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e F—distribution. If V; ~ x%(v1) and Va ~ x?%(v2), then X = follows the F—distribution with parameters
vy

v1 and vo. A random variable X is said to have an F-distribution with parameters 1 and v if the pdf of X is

v+ l1/1 l1/2 1 1
D (m52)vi™vs L
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