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Joint Distributions

e Definition 5.1: Joint Probability Function. Let Y; and Y5 be two discrete random
variables. The joint (or bivariate) probability function for Y7 and Y5 is given by

Py, y2) = Pr(Yi =y, Y2 =1p),  —00 <1,y < 0.
The function p(y;,y2) will be referred to as the joint probability function (jpf).

e Theorem 5.1. If Y] and Y; are two discrete random variables with joint probability function
p(yb y2)7 then

1. p(y1,y2) > 0 for all y1, yo.

2. Z p(y1,y2) = 1, where the sum is over all values (yi,y2) that are assigned nonzero

(yl 792)
probabilities.

e Definition 5.2: Joint Distribution Function. For any random variables Y; and Y5, the
joint (or bivariate) distribution function F(y1,ys) is given by

F(y1,92) = Pr(Y1 <1, Ys < ua), —00 < Y1, Y2 < 0.

e Definition 5.3: Joint Probability Density Function. Let Y; and Y5 be two continuous
random variables with joint distribution function F'(y;,y2). If there exists a nonnegative

function f(y1,y2) such that
Y1 Y2
F(y1,v2) = / / f(ty, ta)dtadt,

for all —oo < 1,92 < 00, then Y] and Y5 are said to jointly continuous random variables. The
function f(y1,yz) is called the joint probability density function (jpdf).

e Theorem 5.2. If Y; and Y, are two continuous random variables with joint distribution
function F(y1,y2), then

1. F(_OO7 _OO) = F(_Oo7y2) = F<y1a _OO) = 0.
2. F(o0,00) = 1.
3. if yi >y and y3 > o, then F(y7,y3) — F(y7, y2) — F(y1,93) + F(y1,92) > 0.

e Theorem 5.3. If Y] and Y; are two continuous random variables with joint density function
f(y1,42), then

1. f(y1,92) > 0 for all yy, yo.

/ / fy1, y2)dyady, = 1.

¢ Recommended problems:
Section 5.2: (pp. 232-235) # 4,5, 7,9, 11, 13, 15, 17.



Marginal and Conditional Probability Distributions
e Definition 5.4: Marginal Probability Distribution.

— Let Y] and Y; be jointly discrete random variables with probability function p(y1, y2).
Then the marginal probability functions of Y7 and Y5, respectively, are given by

pi(y) =Y plyi,ye)  and  pa(ya) = Y p(yi, o)

— Let Y] and Y3 be jointly continuous random variables with joint density function f(y;, ys).
Then the marginal density functions of Y, and Y3, respectively, are given by

frln) = / Fyru)dys and  fuy(ye) = / Flnye) dys.

e Definition 5.5: Conditional Discrete Probability Function. If Y] and Y, are jointly
discrete random variables with probability function p(yi, y2) and marginal probability func-
tions py(y1) and po(ys), respectively, then the conditional discrete probability function of Y
given Y; is

P(Sfl = y17}/2 = 92) _ p(ylva)
P(Ys =y pa(y2)

pPyilye) = P(Y1r = yl|Ys = o) =

provided that pa(ys) > 0.

e Definition 5.6: Conditional Distribution Function (Continuous). If ¥; and Y, are
jointly continuous random variables with joint density function f(yi,ys2) then the conditional
distribution function of Y) given Yy = ys is

F(yily2) = P(Yr < y1]Ya = ya).

e Definition 5.7: Conditional Density Function. Let Y; and Y5 be jointly continuous
random variables with joint density function f(y,y2) and marginal densities fi(y1) and fo(y2),
respectively. For any y, such that fo(ye) > 0, the conditional density function of Y; given

Y, = ys is given by P )
Y1, Y2

fY2 (yQ)
and, for any y; such that fi(y1) > 0, the conditional density function of Y, given Y] = y; is

given by
f(y1,92)
fri(y)

fQnly) =

f(yelyr) =

¢ Recommended problems:
Section 5.3: (pp. 242-247) # 19, 20, 21, 22, 23, 25, 27, 29, 31, 33, 37, 39.



