Eco 307 




Homework #3 Answers



Taggert J. Brooks Due October 12
For Questions one through four, consult the exercises at the end of the appropriate chapter.
1. Chapter 2 Question 7
2-7.
(a)
Even though the fit in Equation A is better, most researchers would prefer equation B because the signs of the estimated coefficients are as would be expected. In addition, X4 is a theoretically sound variable for a campus track, while X3 seems poorly specified because an especially hot or cold day would discourage fitness runners.

(b)
The coefficient of an independent variable tells us the impact of a one-unit increase in that variable on the dependent variable holding constant the other explanatory variables in the equation. If we change the other variables in the equation, we’re holding different variables constant, and so the 
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 has a different meaning.

2. Chapter 2 Question 8

See back of book
3. Chapter 3 Question 3

3-3.
(a)
A male professor in this sample earns $817 more than a female professor, holding constant the other independent variables in the equation.

(b)
Most students will expect a negative coefficient, so they will call this an unexpected sign. Most professors and administrators will expect a positive sign because of the growing competition among colleges for African-American professors, so they will call this an expected sign. A key point here is not to change expectations based solely on this result.

(c)
R is not a dummy variable because it takes on more than two values. For each additional year in rank, the ith professor’s salary will rise by $406, holding constant the other independent variables in the equation.

(d)
Yes.  The coefficient is large and, as we’ll learn in Chapter 5, statistically significantly greater than zero. (In addition, it’s quite robust.)

(e)
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S36721817(1)426(0)406(3)3539(1)S$42,295.

=++++==

 This is an approximation because the actual research included a number of other independent variables. Luckily, $42,295 is fairly close to what the entire equation cranks out, because most third-year assistant professors have zeroes for the other variables in the equation. (By the way, this estimate is ten years old, so it’s a bit low.)

4. Chapter 3 Question 8

See back of book
5. Using the file cll-data.sav, which contains data on students in ECO 110, run the following regressions and answers the questions.

The dependent variable will be score for all the following regressions.  Add the following variables one at a time in the order that they appear:  (actmth, acteng, perrnk, aptpre, age, control). So the first equation you estimate will be score=f(actmth), the second will be score=f(actmth, acteng), etc.  For each report the values for R-squared an R-barsqaured, comment on the coefficients, and the overall fit of each equation.  Do any of the coefficients have unexpected signs?  Do any of the signs change from one regression to the next?  Do any of the coefficient estimates change magnitude from one regression to the next?
The adjusted R squared increases in every case, suggesting the fit of the model increases sufficiently to compensate for the loss in degree of freedom.  The coefficients have the expected signs and they do not change substantially from one regression to the next.  This is a pretty good robustness test.  If your model and estimates change a lot with the inclusion or exclusion of a variable it should be cause for concern.
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Model 2
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Model 3
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Model 4
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Model 5
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Model 6
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6. Addendum: Not graded, but will be discussed on class and will be on the exam.

For each of the above models perform an F-Test for the slope coefficients. Also for each slope coefficient do a t-test of the hypothesis that the coefficient is equal to 0. Do this for each model. Final, for the last model answer the following question. I hypothesize that a 1 point improvement in my ACTMTH will improve my SCORE by 1 point. Do a t-test of this hypothesis.

T-test= (0.602-1)/0.134 = -2.97 which is greater in absolute value than 1.96 so we reject H0 that B_hat actmth is equal to 1. 
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